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Abstract

Apartment characteristics including prices, intéat&ibutes and location attributes consistingratel
times to urban centres and income variables arbysmthwith exploratory factor analysis. Principal
axis factoring with oblique rotation is applied, iafh allows the extracted factors to be correlakexir
factors are extracted, of which two represent apamt attributes and other two — location attributes
The analysed area is the French adjacent citidsyafi and Villeurbanne. Spatial distribution of the
factors provides an insight into both apartmentitattes and urban structure. In particular, factors
show the concentration of big expensive apartmentshe one hand and older apartments in bad
condition on the other; they also demonstrate dradiction with the existing city boundaries in the
north and highlight the existence of a probleméddw income area in the central part of Lyon.
Principal component analysis is applied for a mowenprehensive study of location attributes. The
clusters of components obtained by K-means algoriine seen as proxies for apartment submarkets,
which are useful for a subsequent study.

Keywords: apartment attributes, location attributeploratory factor analysis, principal component
analysis, oblique rotation.

1. Introduction

A complex social nature of real estate price isefl-known phenomenon. In the academic world the
most popular way of its analysis is a hedonic regjom modelling, where, in the cross-sectional
version without focusing on time, the dependentiaide is usually a price and the independent
variables include real estate attributes and lonadittributes. The estimated parameters are irtighr
as willingness to pay for different attributes (B0s1974).

The other way of analysis does not imply focusingodce as dependent variable. The aim of such an
analysis is a better understanding of data itsdlh wisight into the hidden relationships between
variables. The methods of this group include chisge factor analysis, principal component analysis
(PCA), artificial neuron networks and others. TgHar or lesser degree the results of these methods
are related to pattern recogniton and can be @egplifor identification of
neighbourhoods/submarkets/value zones and/or iarfiedegression.

A relatively often used technique is a combinatdriactor analysis or PCA and cluster analysis. The
extracted factors or principal components are asea data for clustering to determine submarkets an
include them in hedonic price equation. For thigppse, Dale-Johnson (1982) applied Q-factor
analysis, whereas Maclennan and Tu (1996), Bourtsah (1999), Bourassat al (2003) exploited
PCA. For example, Bourass al. (2003) found that the best results were obtawweeén cluster
analysis was based on the two most important coemgen



The other application of PCA in hedonic modellifgeal estate prices was proposed by Des Rosiers
et al (2000). The mentioned study as well as Des Resied Thériault (2008) use PCA in the Quebec
Urban Community for data reduction. In particukar,avoid severe multicollinearity in hedonic price
model induced by fifteen accessibility attributégravel times and walking times to different oliggc
two principal components were obtained. Then tloeseponents were used in a regression model as
substitutes for initial variables. The authors madeuite straightforward interpretation: the first
component accounts for accessibility to regionalvises, while the second one refers to local
accessibility. In the former study it was also afed four principal components on census attributes
After mapping of the principal components, Des Risset al (2000) conclude that PCA provides
useful insights into housing market dynamics: @acly highlights the marked concentration of low
income households dwelling as opposed to high-irctnmuseholds and also prove consistent with
urban reality.

With the aim to identify latent construct underlyirour variables, in this study we apply the
methodology of exploratory factor analysis (EFA)ccArding to Fabrigaet al (1999) it is an
appropriate form of analysis “if the goal is toiagrat a parsimonious representation among measured
variables”. When the goal is data reduction, PCA ba applied (Bonnafous, 1973; Fabrigaral,
1999). Though both methods represent the obseraedbles as linear combinations of factors or
components and are closely related, they are eaotichl. PCA takes into account all variabilitytive
variables, while factor analysis explains the Jahty, which exists due to common factors
(*communality”, which in this case is less thantyi

The rotation method usually exploited in PCA apgtilens in the real estate domain (e.g. by Bourassa
and colleagues or Des Rosiers and colleagues)varimax rotation, which involves an orthogonal
transformation of variables into a new set of mliyuadependent components. In the current study we
apply an oblique rotation, which permits correlatamong factors. As Fabrigat al (1999) noted, the
methodological literature suggests little justifioa for using orthogonal rotation; it can be rezesule
only if the oblique solution indicates that thettas are uncorrelated.

The paper is organised as follows. The subsequesiios describes a non-routine process of data
preparation for factor analysis. The third sectideals with the EFA itself and includes the
interpretation and geographical demonstration ofofig. The fourth section is about the applicabdn
PCA to location attributes. In the penultimate gextthe clusters of principal components are ecat
while the final section concludes.

2. Data preparation

Geographically the area of study includes the ité Lyon and Villeurbanne. These adjacent cities
with overall population of over 600 thousand inlahis have a common planning structure and
transportation network and make up the core ofltiyen Urban Area, which is the second largest
agglomeration by population in France.

The data on sale prices and apartment attributes previded byPerval which collects information
about real estate transactions in France. Data ppmogmately 10,000 apartment sales selected
randomly from all sales in the central part of thywn Urban Area in the period of 1997-2008 were
obtained. With very few exceptions, the apartments located in the urbanised area and mainly
concentrated in Lyon and Villeurbanne.



We deleted observations with missing data and wiibes lower than 20,000 Euros and higher than
500,000 Euros and with area of less than 18 squatees and more than 200 square metres. We also
deleted the observations, for which the standaddissiduals of the linear OLS hedonic price model
are higher than three (see the details in KryvolipR609). The 4,251 remained observations are used
in the analysis. Exclusion of more observationdwiissing data could significantly lower sampleesiz
and the statistical power of results, while atttifogr mean scores for missing values reduces vanati
among observations and increases the potentialdanping and truncation (Vias and Kumaranayake,
2006). In our study, 26% of observations have na ddout the number of parking places and 60%
have no data about the quality of view. We choasexclude these variables, because otherwise we
would be enforced either to arbitrarily use measras or to considerably decrease our simple size.

Location of apartments is demonstrated in Figurevtiere the boundaries of IRISes are shown with
thin lines and the boundary of Lyon and Villeurbams shown with thick line. IRIS (les Tlots regrésp
pour l'information statistique) is a French statat unit used also as a transport analysis zohe. T
definitions of variables and descriptive statistaze presented in Tables 1-2, of which the former
includes apartment attributes and the latter dessriocation attributes.

As factor analysis is designed for continuous datafreat our count variables (e.g. number of rgoms
and categorical variables (e.g. construction périaat as dummies, but as continuous variables (see
Kolenikov and Angeles, 2004). Thus, there are seagstruction periods: before 1850; 1850-1913;
1914-1947; 1948-1969; 1970-1980; 1981-1991; and® 184 later, which are treated as continuous
variables equal to 1 to 7 respectively, though weifithat this representation is rather artificibhe
same situation is with the attribute of transactyear represented as the interval of integers b2 1-
corresponding to 1997-2008 and with the variablestate of apartment represented as 1, 2, and 3,
which correspond to “renovation is needed”, “prdixe&nmaintenance is needed”, and “good state”
respectively.
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Figure 1. Location of apartments

Location variables in Table 2 include percentagetauseholds in three income groups and travel
times to urban centres in minutes. Both groupsochtion attributes are calculated per IRIS. The
middle income group includes households in the ei&@% of the income range, and the lowest and
highest 20% margins compose the other two grougsel times for the a.m. peak period by public
transport for this study were obtained from the MBS transportation model for the Lyon Urban
Area. We take into consideration fifteen servicepkryment centres, which were identified with
residual analysis in Kryvobokov (2009). Locationsefvice employment centres is presented in Figure
1.

Normality is checked with skew and kurtosis takinp account the thresholds of 2 and 7 respectively
(Westet al, 1995). The highest skew (f@ondition) is only a bit higher than 2, whereas kurtosis for

all variables is lower than 4. Many available apemt attributes are not included in the analysis

because of their severe non-normality. It refersh® number of bathrooms, the area of garden and
others.



Table 1. Definition of apartment variables and dpsive statistics

Std.

Variable Description Mean Minimum MaXimumdeviation Skew | Kurtosis
Price Transaction| 122,235.90 20,276.00, 500,000.0069,979.67| 1.45 2.93
price, Euros
Year_Sale Count for 6.87 1 12 2.87 -0.10 -0.88
year of
transaction
Area Apartment 68.63 18 196 25.98 0.78 151
area, square
metres
Rooms Number of 3.05 1 8 1.19 0.26 -0.18
rooms
Floor Floor 2.84 0 18 2.25 1.35 3.85
Const_Period| Construction 5.12 1 7 1.75 -0.50 -0.73
period
Condition State of 2.79 1 3 0.47 -2.14 3.87
apartment
Cellars Number of 0.69 0 2 0.50 -0.43 -0.88
cellars




Table 2. Definition of location variables and dgstive statistics

Variable Description Mean Minimum  Maximum S.td'. Skew | Kurtosis
deviation
%Lowlincome| Percentage of| 29.42 10.24 52.12 5.78 -0.10 -0.09
low income
households
%Midlncome | Percentage of| 58.00 42.70 66.20 3.30 -0.15 0.09
middle income
households
%Highincome| Percentage of| 12.58 4.34 28.77 2.92 0.51 0.68
high income
households
TT_ 1 Travel time to 11.31 1.41 24.43 4.85 0.43 -0.25
Stalingrad
TT 2 Travel time to 11.18 2.22 29.36 5.35 0.62 0.01
Louis Pradel
TT_3 Travel time to 10.99 0.45 31.28 4.96 0.89 0.79
Bellecour-Sala
TT_4 Travel time to 9.60 0.45 28.49 4.96 0.5] 0.04
Victor Bach
TT 5 Travel time to 10.41 0.45 29.30 5.25 0.69 -0.02
Moliere
TT_6 Travel time to 10.44 0.45 30.36 5.18 0.72 0.01
Jussieu
TT_7 Travel time to 10.05 0.45 28.40 5.32 0.64 -0.19
Saxe-Bossuet
TT_8 Travel time to 10.04 0.45 30.37 5.10 0.77 0.31
Mutualité-
Liberté
TT_9 Travel time to 11.19 0.45 26.17 5.37 0.35 -0.66
Charles Hernu
TT_10 Travel time to 11.00 0.45 27.48 5.34 0.49 -0.44
Les Belges
TT 11 Travel time to 10.68 0.45 29.25 5.35 0.37 -0.81
Villette Gare
TT_12 Travel time to 11.68 0.45 25.42 5.67 0.19 -0.79
Gratte Ciel est
TT_13 Travel time to 10.97 0.45 30.41 5.19 0.82 0.35
Terreaux-Bat
d’Argent
TT 14 Travel time to 10.62 0.45 29.36 5.24 0.46 -0.71
Part-Dieu
TT 15 Travel time to 10.39 0.45 28.46 5.29 0.65 -0.15
Marechal
Lyautey




3. Factor analysis

Principal axes factoring is applied as the mostelyidised method in factor analysis (Warner, 2007).
We use the standard method of non-orthogonal ootatidirect oblimin.

It was impossible to include in the analysis a# trariables from Table 1 and Table 2. In partigular
Area and Roomscould not be presented simultaneously, and thendorvariable was chosen.
Surprisingly, Year_Saleand Floor demonstrated so low communality, that both atteébuwere
excluded. The use of quarter of sale instead of gsavell as calculation of trends for both yead an
quarter did not improve the situation. Of incomeugps, the two marginal ones were included.

Of fifteen variables of travel times to service éoyment centres, it was possible to include eight.
Among the centres included are Bellecour-Sala lsuaferred to as the CBD and the two other
commonly recognisable centres of Louis Pradel arttBieu.

The communalities of the attributes presented ild8 are ranged from 0.99 to 0.14 with the mean of
0.75. It is problematic to find in the factor arsdy literature the reported communalities refefficad
real estate. If to use for comparison the psychobgtudies reported in Fabrigar al. (1999), who
analysed data sets from Breckler (1984) and Ceited (1994), then our communalities are in general
in line with them, though we should note that tlhenber of observations in the mentioned sources is
considerably less than in our case and our minwahles forCondition and Cellars are rather low.
Nevertheless, we will keep both variables becalisg, tespecially the former one, represent important
apartment attributes.

We select the number of factors using the critetlmat the eigenvalues of the unreduced correlation
matrix should be higher than one. There are foah $actors; their eigenvalues are 7.32, 1.87, argD
1.22. The fifth factor has the eigenvalue of 0.Bde scree plot of eigenvalues (Figure 2) supparts o
choice: starting from the fifth factor, the slopecbmes gentler. The factor correlation matrix (€abl
shows that factor 1 and factor 4 are negativelyatated with the coefficient of higher than 0.50US,

the decision to apply a non-orthogonal rotationght.

EFA analysis is a common factor model, where eaehsured variable is a linear function of one or

more common factors (that influence more than oeasured variables) and one unique factor (that
influence only one measured variable). Factor logslifor structure matrix and pattern matrix are

presented in Table 3. The first matrix represehésvariance in a measured variable explained by a
factor in both a unique and common contributionsi©alhe pattern matrix represents only unique

contributions.
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Figure 2. The scree plot of eigenvalues
Table 3. Communalities and factor loadings
Factors
Variable Communality Structure matrix Pattern matrix
1 2 3 4 1 2 3 4
Price 0.56 -0.18 0.86 | -0.08| -0.05| -0.12| 0.86 |-0.12| <0.01
Area 0.53 0.03] 0.82| 0.07| -0.13 0.10 | 0.83 | 0.04| 0.02
Const_Period 0.34 0.08/ 0.04 -0.78|-0.13| 0.01 | 0.06 | -0.77| -0.08
Condition 0.14 0.02| 0.08 -0.40| -0.04| <0.01| 0.09 |-0.41| -0.01
Cellars 0.18 0.04| 0.18 0.37|-0.12| 0.01 | 0.14| 0.36| -0.11
%Lowlncome 0.85 -0.49|-0.12| 0.01| 0.93 | -0.01 | <-0.01] -0.04| 0.93
%Highlncome| 0.86 0.50| 0.10 | -0.02/ -0.94| 0.03 | -0.01| 0.03 -0.93
TT 3 0.96 0.68 | -0.07| -0.22| -0.60| 0.49 | -0.07 | -0.18 -0.34
TT_10 0.98 0.95|-0.12| -0.15| -0.48| 0.95 | -0.05 | -0.10] 0.01
TT 6 0.99 0.94|-0.09|-0.17| -0.63| 0.82 | -0.05 | -0.12 -0.20
TT 14 0.99 0.95|-0.02| 0.04 | -0.54| 0.92 | 0.03 | 0.09] -0.07
TT 2 0.98 0.87|-0.14| -0.28| -0.55| 0.77 | -0.09 | -0.23| -0.15
TT 9 0.98 0.93|-0.04| 0.06 | -0.41| >0.99| 0.04 | 0.10] 0.11
TT 11 0.99 0.91]-0.00| 0.09|-0.52| 0.90 | 0.05 | 0.14] -0.05
TT 1 0.96 0.88 | -0.07| -0.00| -0.37| 0.95 | 0.01 | 0.04] 0.12




Table 4. Correlation between factors

Factor| 1 2 3 4
1 1.00| -0.08| -0.05| -0.52
2 - 1.00| 0.05] -0.12
3 - - 1.00| 0.05

We will focus on loading higher 0.30 and lower @.8hich are in bold in Table 3. It is clearly seen
that factor 1 and factor 4 are location factorsermelas factor 2 and factor 3 are the factors oftayeant
attributes. Significant difference between the dtrice matrix and the pattern matrix exists onlytfoe
two location factors. Factor 1 has negligible clatien with income variables in respect to the weiq
contributions, thus the correlation with these aflés in the structure matrix is high and demotestra
segregation at the expense of common contributidhs. unique contributions of factor 4 have low
correlations with travel times (the highest ondoisthe CBD, -0.34), but at the expense of common
contributions the correlations are much highertup0.63) in the structure matrix. For each faeter
interpolate its score to a rastén order to create a continuous representatioitsofjeographical
distribution. These raster maps are presentedgar€s 3-6, where factor scores are grouped in nine
classes.

Factor 1 is highly positively correlated with tratienes to centres and thus represents locatiatisefia
from centres, where high income households livepg®sed to low income population. In Figure 3 it is
represented as a central core of low scores artd, vethich demonstrate the fact that high income
households prefer to live farther from the cenpait. Note also that in the north the third and the
fourth belts cross the administrative boundariesyain and Villeurbanne. Indeed, this district named
Caluire-et-Cuire is urbanised and has metro arteytaus links with the central part of Lyon.

The spatial distribution of factor 4 is differemtespective of its correlation with factor 1. Factois
highly positively correlated with low income houséds and highly negatively correlated with high
income households. For its common contributions i@lso important to be closer to urban centres.
Figure 4 clearly demonstrates that the area wihhilghest scores of factor 4 is located in thereént
part of Lyon and overlaps with Guillotiere — a pierhatic low income area located remarkably close to
the CBD, populated by immigrants and being the @lpéthe specific attention of the police.

Factor 2 and factor 3 account for internal apartnad¢tnibutes. The former describes big and expensiv
apartments, the highest concentration of whicheensin the most picturesque locations in Cité
Internationaland the west of Croix-Rousse (Figure 5). Factore8lsiwith older apartments (whose
attribute is cellars) in bad condition, the maximusnobserved in the western part of th8 6
arrondissement, while there are areas of low sdoréise eastern parts of Lyon and Villeurbanne as
well as to the south-east from their boundary (Fédi).

! The Inverse Distance Weighted method is used Wdtheighbours, power 2 and output cell size of res.
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Figure 3. Raster map of factor 1
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Figure 4. Raster map of factor 4
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Figure 5. Raster map of factor 2
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Figure 6. Raster map of factor 3




4. PCA for location attributes

We can execute one more exercise with locationbates by analysing travel times to all fifteen
service employment centers. We can do this with P@ah direct oblimin rotation for fifteen travel
time variables and two income variables we obthred principal components whose eigenvalues are
higher than unity. The communalities of variables @ery high, ranged from 0.82 to 0.99 with the
mean of 0.94. Correlation between the first andsdseond components is 0.54, between the first and
the third is -0.50, while between the second aedthird it is -0.32.

The configuration of a raster map of the third pip@l component is very similar to that of factor 4
presented in Figure 4. Figures 7-8 representingtwhee first principal components show also the
boundary between Lyon and Villeurbanne, which tated to the north-east from Lyon. The first and
the second components tell more about the urbarctate than factor 1 told. While the spatial
distribution of the first component resembles thokéactor 1, its core covers bigger areas inclgdin
eleven of twelve service employment centres locatdd/on (Figure 7). The geographical distribution
of the second component is shifted to Villeurbarare the three centres of Villeurbanne are located
on the diagonal of its central core (Figure 8). S htlne latent variables highlight the fact thatuthjio
Lyon and Villeurbanne have many things in commabe; influence of their centres is different and not
yet amalgamated spatially.
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Figure 7. Raster map of the first principal comptrfer location
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Figure 8. Raster map of the second principal corapbfor location
5. Clusters of principal components

In this section we create the clusters of factores with the clustering procedure of K-means,.gs e

in Bourasseet al (1999) and Bourassat al (2003). As is noted in the latter source, logati® the
single best criterion to use when defining submiatkin our study, it is the PCA methodology that
allows including all the location attributes. Théusters are created using the three principal
components for location reported in the previowdige. Figure 9 represents five clusters. Of théma,
fourth cluster is a very central location; the dheluster includes some prestigious areas in Lyon,
Villeurbanne and Caluire-et-Cuire. The other @ustare more specially dispersed. Probably, it is
worth to increase the number of clusters, but ihithe subject for a subsequent study, where the
clusters can be used as proxies for submarkets.
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Figure 9. Clusters of location attributes
6. Conclusion

EFA with oblique rotation is found to be applicalite extraction of latent variables providing an
insight into apartment attributes and urban stmectlihe results are intuitively easy to interpFetctor
analysis did not find a strong interaction betwapartment attributes and location attributes: separ
factors were formed for the two groups. Of the factors of apartment attributes one accounts fgr bi
and expensive apartments and the other represkeletsapartments in bad conditions. One of the two
location factors demonstrate a contradiction witl éxisting city boundaries in the north, while the
other highlights the existence of a problematic loeome area in the central part of Lyon similady
the finding of Des Rosierst al (2000) in respect to the Quebec Urban Community.

The limitation of EFA is its inability to work wittmany highly correlated variables. To include into
analysis the travel times to all the service emplegt centres, we applied PCA with non-orthogonal
rotation. With more variables included, a more ctaxpatent structure was delineated with separation
between the centres of Lyon and those of Villeunigan

Thus, both EFA and PCA are found to be useful dhdtiative for better understanding the
complexity of urban structure. Future study shofaldus on the clusters of factors and/or principal
components as proxies of apartment submarkets.
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